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‘l’he Galileo .lupiter  orbital mission using the
1.OW Gain Antenna (1 .GA) requires a higher
dcgrcc of spacecraft state knowledge than was
originally anticipated. Key clements of the
revised cicsig.n incluclc onboard  buffering of
scicncc  and cnjjnccring data and extensive
pmccssing of clata  prior to downlink. In order
10 prcvcn{  loss of data resulting from overflow
of the buflcrs and 10 allow efl’lcicnt  usc of the
spac,ccrafl  rcsourccs, ground based models of
the spacecraft processes will bc implcmcntcd.
‘Ilcsc  nmdcls  will bc integral tools in the
dcvclopmcnt  of satellite encounter sequences
and the cruise/playback sequences where
recorded clat a is ret ricvcd.
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“1’hc Galileo Phase 11 redesign for Jovian
orbital operations u s i n g  the l o w  G a i n
Antenna (1 .GA) is driven by the need to match
the high data acquisition rates with the low
spacecraft data transmission capability. Many
changes have been made to both the
spacccrafi  and the ground data systems to
optimize the cflcctive  data transmission rate.
Spacccrafi  chang,cs  include extensive redesign
of the Command and Data Subsystcm (CIJS)
flight soflware, modifications to the Attitude
and Articulation Control System (AACS)
sofiwarc and selected instrument flight
soflwarc changes. Ground modifications

inc]udc adcling noise reduction equipment at
sclcctcd IISN s i t e s ,  intrasite  a n d  intersitc
antenna arraying capability, new receivers and
signal acquisition equipment and extensive
ground soflware changes to support ncw data
transmission modes.

‘1’hc chanjjcs  to the flight systcm are numerous
and constitute a significatlt redesign of the
flight soflwarc. “J’hc primary modification to
accommodate the low clata rates was the
switch from ‘]’ime l~ivision Mul t ip lexed
(rl’l)M) tclcmctry  m o d e s  t o  a  packctizcd
t elcmct ry syst cm based upon a highly
optimized CCSDS packet definition. This
allows a flexible, prioritiz.cc]  data transmission
Syst cm, eliminating the inherent clat a
redundancy of the TIIM design.

Onboard data bufTcring  is implemented to
allow high rate clata  acquisition. Central to
this design is the I)ata Memory Systcm (IIMS
- tape rccordcr) which will hold 900 Mbits of
data. This will bc used to store high rate data
(remote sensing and fields and pat-ticlcs
science data) acquired during satellite
encounters and relayed to the grounci during
the orbital cruise phase bctwccn  encounters.
}/or cmboard  data manipulation and real time
data acquisition and storage, several bufl_crs
are implcmcntcd in solicl state memory. ‘lThc
most important are the priority buffer, which
holds priority cnginccring  and Opt ica l
NaviSaticm (OPNAV) data, and the multi-use
bufler,  which is used for the storage and
manipulation of Real ‘1’imc Scicncc  (1<1’S) and
the playback of data from the DMS.
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Ilx(ensive  data editing and compression is
implemented to reduce the number of bits
transmitted to the ground. The CIIS can
select or clcsclect  data sources based upon
mission phase and can edit many of the data
sources. l]oth Iossy and Iosslcss compression
schemes have been implement cd onboard.
1.ossy compression based upon the lnt cgcr
Cosine ~’ransform (ICI’) algorithm has been
implemented in the AACS sofiwarc  and is
used to compress images and Plasma
instrument (PWS) data sets. Compression
ratios of 2:1 to 80:1 can be selected. 1.OSSICSS
compression using the Rice algorithms
(Reference 1 ) has been imj~lementcd  for
sclcctcd  science data sets, resulting in data
compression ratios of 1.2:1 to S: 1.

2.0 SPACIKXA1(T  IIA”l’A 1’1 .OW

l~igure 1 illustrates the typical data flow within
the flight system. As illustrated, the onboard
data bufl’ers form key elements of the design
Controlling the data input to the buflers  and
the data output to the downlink arc key tasks
for the flight sequences. If the aggregate data
input rate exceeds the data transmission rate,
the bufl’crs will fill. overfilling the buffers will
result in discarding new data. 1 lowcvcr, if
data acquisition is controlled such that the
buflcrs  empty ,  fill data is inser(ed on the
downlink, lowering downlink cfllcicncy.
Maintaining the delicate balance of the buffer
fill state will be a significant challenge for
Phase 11 operations.
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1’,. ‘1’hc data input process has lhrec constituent
parls: the real time engineering (1{”1’1;) and
01’NAV data, which is placed in the priority
huflcr, Real Time Science data (R”l’S) and the
Playback data which is pmccsscd through the
multi-use buffer. Real tim data (l<Tli and
RTS) is taken continuously and is controlled
by the (31S. IIata sources can be selected ancl
dcsclcctcd  i n  a c c o r d a n c e  w i t h  j~lanned
observations and the data collection mode is
controlled by the CDS telemetry command.
Real time data acquisition and the downlink
tc]cmctry rate arc controlled using the same
command. This links the Real time data
collection with the downlink  telcmctryratc  via
OJR of 90 sc]cctab]c  modes.

‘J’hc OPNAV and Playback processes arc
independent of the real time data acquisition
process, and arc intermittent activities.
01’NAV activities occur prior to encounters,
and place certain restrictions on both the
nlLl]ti-Llsc bLd_fcr (where the data is processed)
and the priority buffer (where the data is
stored for transmission). “J’hc Playback
process for retrieving the recorded data is
completely new for orbital operations. 111
playback, the CDS performs autonomous
ret ricval and processing of the data from the
IIMS, controlled by a special parameter SC1
called the playback tables. ‘1’hcsc tables
contain information on the format of the
recorded data, lists the data to be retrieved
and the editing and compression to be
performed OJI the selected data. Playback data
is placed itl the lllL]lti-LISC b u f f e r  fOr
processing “1’0 control the filling of the nlLllti-
usc bL]flcr a set of buffer pointers have been
implement cd. When playback is act ivc and the
bLINcr fill state falls below the low watermark
(i.e. the downlink rate cxcccds  the data
acquisition rate, al]owing  the bLlficr to empty)
the C1>S will autonon~oL]sly  control the lIMS
to rep]ay data into the nlL]hi-Llsc buffer. WhcJI
the bL]flcr fill state exceeds the high

watermark, the (HIS commands the I)MS to
cease operation and processes the raw tape
data into completed data packets. ‘1’his
process occurs sinlLlltancoLlsly  with real time
data acquisition and is exclL]sivc  of all other
record activities.

The bufl’cr  modeling task is necessary for the
syst cm to work. ‘1’hc highly interactive natL]rc
of the systm and the statistical nature of the
data compression algorithms necessitates an
iterative approach to the design of spacecraft
command scqL]enccs for orbital operations.
With the nLlnlbcr  of independent variables that
nlLlst  be factored, and the accLlracy  with which
they cran be prcciictcd, precise control of the
butier states will be difflcLllt,  WithcJL]t ground
based  SyStCJ?l  models, the flight  SyStCJll  COLlk\

not be opcl’al  ed c~cicnt ] y.

To contro! the bLlflkr  fill rate, many variables
need to be controllcci, ~n the outpLlt  side, the
conmandcd  downlink data rate is varied in
discrete steps over the coL]rsc of a IISN track
to closely match the data rate capability
(Iiigure 2). l’hcsc data rate changes mLlst  be
predicted well in advance and scheduled in the
SCqLICtlCC. Any change t o  cqLlipn)cnt
capabilities or link performance will aflcct the
data rate capability and the oL]tput from the
bufrcl”s.

on the bLlflcr inpLlt, the varioL]s  c~ata soL]rccs
nlL~st  bc controlled and the rates at which each
source gcncratcs data nlL]st be predicted. ‘1’his
inclL]dcs modeling which instruments arc
selected and deselected, the data editing
algorithms and the target compression ratios.
l;ach of these factors vary as a function of
time, in addition, the compressibility of soJnc

of the soLlrccs is very data dependent, thL]s
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Figure  2- IIownlink  Tclcmc.try Rate Change Mmicling

ccmsiclcrablc  variability in data volume is
cxpcctcct.

‘J’hc priority buffer has only two input data
sources; the real time cnginccring  data and
OPNAV data. The only significant restrictions
on MTcr state for the priority buflcr  is the
rcquircmcnt  that the buffer be empty before
initiating an OPNAV process. ‘1’hc current
priority scheme essentially guarantees that if
the downlink rate excccds  the engineering
acquisition rate, this state is achicvcd.

‘1 ‘hc multi-use buflcr  requires significant
modeling to predict its state. ‘1’hc modeling
can essentially bc broken down into two
separate modeling regimes: the cncountcr
phase, characterized by low downlink data
]-atcs and high rate R“]% data acquisition with
intcrspcrscd  bufler dumps to tape, and the
playback phase with higher downlink rates and
with the l’layback  process active.

‘1’hc bulk of the scientific data is gathered
during satellite encounters. ‘1’his includes the
rrmotc  sensing and very high rate fields and
pariiclcs  instrument data which is recorded

directly to tape at up to 806.4 Kbps, and the
high rate R“l’S data, which is proccsscd  into
the multi-use bufler. “J’ypically,  the desired
1{’1’S  acquisition r a t e  WCII cxcccds  t h e
downlink  r a t e ,  filling t h e  bLlfler. ‘1’o allow
extended high rate data acquisition without
overflowing the multi-use buffer the IlutYer
IILmqJ  to “1’apc fhnction has been implemented.
“l’his is a scquencc  controlled activity wherein
the CI)S will transfer completed Virtual
C h a n n e l  l~ata Units (V[l)US - h4cn~ory
Management Units) from the multi-use bufkr
to the I)MS, freeing the buffer for ccmtinucd
data acquisition. Since bL]fl’cr I) L]nlp to ~’apc
is a sequence controlled activity, it can bc
schcdu]ed  t o  o c c u r  bctwccn  o t h e r  Ilh4S
activities. Duflcr managcmnt  dur ing
encounters consists of predicting R’1’S data
acqLlisition rates and schcdL!]ing  bufl’cr  (iumps
to tape when necessary to prevent buffer
overflow and loss of data.

I) Llring the orbital cruise phase,  data is
rctricvcd from the IIMS via the Playback
process. “1’ypically,  the downlink data rate is
higher than during rmcountcrs a n d  t h e
continuous R“l’S data acquisition is set to a



lower  rate. ‘l’his allows the playback process
to transfer data from the DMS into the nmlti-
usc buflkr,  process the data and prepare it for
downlink.  Since the replay of data from the
IIMS is controlled via the bufler high and low
watermarks, the process is self-regulating.
‘1’he modeling task for cruise consists of
multiple parts: insuring that the high and low
watermarks are properly set, insuring the 1<’1’S
data acquisition is low enough to prevent data
loss duc to buffer overflow and modeling
playback data editing and compression to
rccovcr all of the significant encount  cr data.

2.2 MOI)I;I .ING TOOI .S

‘l’he Phase 11 ground  system has two main
tools for predicting and controlling the data
flow on the spacecraft. ‘l’hey arc: SI?QGllN,
the primary sequence generation tool of the
Mission Scqucncc S y s t e m  (MSS) a n d
MI RAGIi, a newly developed tool for
processing data rate predicts and prociucing
huflcr  models. Supporting the generation of
sequences and the modeling eflort arc a suite
of tools to automate the process, Ncw tools
for Phase 11 arc “1’1 .MG]iN, which provides
automated generation of spacccrafi  tclcmctry
rate change commands based upon predicted
capability and the l’layback  ‘1’able liditor
which generates playback table entries based
upon the I)MS tape map and models playback
data production based upon processing
paramtcrs  selected. These tools, along with a
host of existing science and mission design
tools, provide data input into the modeling
process and arc used for optimizing data flow.

2,2.1 MI RAGIl

‘J’]IC MIRAGI i (Mission lntcgralion,  Real t imc
Analysis anti Graphical llditor) modc]ing  tool
is based upon an earlier nmlti-missicm
scqucncc  plaJmiJlg t o o l  d e v e l o p e d  b y  t h e

Sc.qucnce Automation research group at JP1..
Plan-lt-11  w a s  d e v e l o p e d  o n  a n  ~JNIX
platforn]  using 1.1 S1’, and specifically
developed to bc extensible for multiple
missions. Plan-It-11 provided the capability to
simulate functionally the operations of a
spaccc,rafi, allow sequences to bc staged
through the 111OM> ancl r a p i d l y  a n d

interact ive ly  present the impacts of the
scqL]cnce  and any proposed changes on the
spacecraft resources. The Galileo project
adapted the core of Plan-lt-] 1 to model the
P h a s e  11 design Modifications include
incorporating Galileo specific time standards
and the Phase 11 fLmctional design into the
model, defining new input data types,
providing new constraint checking algorithms
and modifications to the user interface to more
closely resemble familiar planning t 001s
currently in LIsc.

Mirage provides an interactive environment,
d i s p l a y i n g  on-scrccn  timdincs of scqLlcncc
activities and accompanying graphs showing
the states of the spacccrafi  rcsoLmccs.  It also
provides an interface to the details of the
science planning rcqLlcsts and allows the L]scr
to add, delete and moclify these activities.
‘1’his interaction allows the user to explore
diflercnt  approaches to a sit uat ion, varying
parameters and displaying the results. ‘1’his
resLtlts in the rapid development of a viable
seqLlcnce of data collection activities which
the spacccratl  can accommodate.

MI RAGI1 will be used early in the scicncc
seqLlcnce design process to analyze the effect
of the science observations on spacecraft
rcsoL]rccs, lJscd primarily in the Orbit Activity
Plan (OAP) level,  it will determine if a planned
set of Real-Tinlc anti  recorded observations
generate buffer overflow conditions, monitor
the usage of the DMS and track the allocation
of resources  to the varioL]s science
obscrvaticms.
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h41I{AG11 will also play an impor[ant role
during sequence execution. Because of the
uncrcrlaintics involved in the
tclccol~li]l~]t~icatiot~s  l i n k modeling and
onboard  data compression, the actual clata

flow may not proceed as predicted. %qucnce
tweaking, involving modification of onc or
mote data acquisition or transmission
parameters, will need to be modeled to
determine the overall effect on the data flow.
lntcgral  to this process will be the Ml f<AG] t
analysis of the spacccrafi  rcsourccs.

2,2.2 SILQGI;N

S1;QGI  iN is an existing sequence dcvclopmcnt
tool which takes the OAP level inputs and
convcrls the activities into command
scquenccs and playback parameter tables.
Sf lQG1 lN is responsible for enforcing many of
the sequencing rL]lcs and constraints checking
for certain onboard data m+ourccs  and
downlink  data transmission. l’or the Phase 11
mission, S1 iQGIiN  was modified to generate
the p]ayback table entries. These paratncters,
which arc independent from the spacccrall
sequence, instruct the CIIS on how the
rccordcd  data will bc processed. Integral to
the generation of the Playback ‘l’able entries,
the Playback Table IIditor  allows modification
of the playback parameters, adjusting data
selection, editing and compression for the
rmordcd inst rLmmt data.

The output from SI\QGl ;N can be routed to
MIRAG1 i for modeling. “1’his allows an
iterative approach to the sequence generation
process. in the early sequence design stages,
an activity plan is produced and checked by
Ml RAGli  for proper data flow. ‘J’his product
is refined into a working spacecraft scqLlcnce,
again using MIRAGE modeling and the
Playback “J’ab]c Editor to adjust playback data
parameters. Once the sequence is executing,
sequence tweaks to optimize the data flow will

bc verified using Ml RAG] 1 before being sent
to the spacccratl.

3.0 SUMMARY

‘l’his paper has presented the ground  bascct
modeling of the spacecraft processes for the
orbital operations mission using the Galileo
1.OW Gain Antenna, “1’he redesign of the flight
soft ware requires a higher degree of spacccrafi
stat c knowledge  than  was originally
anticipated. In order to optimize the (iata
flow onboard the spacecraft and to the
ground, intct-active  modeling of the (iata
acquisition, bufl’cring  and transmission is
required during the sequence design procms
and during scqucncc  execution. ‘1’hcsc models
have been de.vcloped  concurrently with the
flight soflware design, taking advantage of
existing ground software where applicable and
developing or adapting soflwarc for specific
modeling and sequence generation fL]nctions.
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